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Abstract: By using Delta theorem variance stabilizing transformation and symmetrizing transformation are
studied for random sum in collective risk model being compound negative binomial distributed. These two
transformations are both related to a sequence of independent identically distributed random variables.
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1 Introduction

Let N denote the number of claims arising from policies in a given time period. Let X, denote the amount of

the first claim X, the amount of the second claim and so on. In the collective risk model the random sum S, =

N
2 X,represents the aggregate claims generated by the portfolio for the period under study. The number of claims N
i=1

is a random variable and is associated with the frequency of claim. The individual claims X, X, -+ are also random
variables and are said to measure the severity of claims. There are two fundamental assumptions that we will make
in this paper: X, X, --- are identically distributed random variables with common distribution F' and the random
variables N X; X, --+ are mutually independent.

When a negative binomial distribution is selected for N the distribution of S, is said to be a compound

negative binomial distribution. The distribution of N is called a negative binomial distribution if P( N = k) =

r+k-1
(k )p'qk k=012 -+ where0<p<l reN" are parameters and g =1 —p . In this case we write N ~
Nb(r p) .
Through this paper we will always assume that N ~ Nb(r p) and the random variables X; i=1 2 --- have
positive moments of all orders denoted by a, = EX; k=1 2 -+ . Obviously
ES, = EN + EX, = 1%

VarS, =Var E(SyIN +E Var(S,IN =Var( NEX,) + E( NVarX,) =

12010 -03 -10; 12010 - 04 -20.
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2
E’X, * VarN + EN » VarX, = =2 4 ,(i) o
P

We assert that Z, = —N(0 1) as r—o . We here give its proof.

Let 0=N, <N, <N, <N, =N such that N; =N, ~Nb(1 p) i=12 -+ r. Then {Sy(N,_,) =

Xy o1 +Xy sa+ o+ Xy i=12 -+ r} are sequence of independent and identical compound geometric
- . _qo _q q 2,
distributed random variables and ES, (N, ) =—— and Var S, (N, ,) ="a, + o
' P ' P p

r

from above note that S, = 2 Sy,(N._;) and Lévy central limit theorem finishes our assertion. Anscombe '
i=1

i=

. I . T (R
has showed the variance stabilizing transformation of the negative binomial distribution is [k - sinh '

and DasGupta > gave the variance stabilizing transformation and the symmetrizing transformation of the Poisson
binomial distribution. All of them only consider the transformation of the single distribution. In this paper we take
the compound negative binomial distribution into account. The form of the transformation of the compound negative
binomial distribution is completely different from the form of the negative binomial case. In section 2 we consider
a variance stabilizing transformation of S in the form /Sy . In section 3 by using the method introduced by 2

we get the symmetrizing transformation of the form S,™" ¢, >0 .

2 Variance stabilizing transformation of S,

Sy q : 900 [ q 2,
From above we know that Jr| = — Lo, | >N[ 0 = + o | as r—oo . Make some changes we can get that
r.p P P
Sy —r—ta ;

as r—o .

| «
Let y =r iozl 8(y) = [y —+y ial by Delta theorem a variance stabilizing transformation of S, is
P (431 P

ok ok [y B q . . Ca
g(y) —féi( 9) dy =] e dr =2k . where ¢ =, + » o, will be a constant if p and the distribution of X, are

Je

2

. . L . L c
binomial distribution. We can obtain that /S, - /r %aI*ﬂV (0 Z) .

rqa

given. Taking k =% to give that g(y) =y is a variance stabilizing transformation for the compound negative

Consider the Taylor series expansions of ,/S, about the point then we have:
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O g "M% g _reg Q
Y p N 0 0
3 e T 0,0
= rqa, % rqa, % .
rqo p
JS = o F o+ R, (1)
Pg e e[ O
0 oo p O O
+(-1)’a,
H H rqa, H E
U [l 0 U
P
. . w (S;\e_rial)b
where a, = ( —1)Hll (=1) (23_3)| (=25+3) s=12 - R =3 —1)”10,-—])_1- Taking
S i=s (r%al)l_T

expectations of both sides of (1) we obtain:

BOUS) = Jr e = g+ (1) el (L) v 0()

P 6, 18a, 3 +3 +
Var( /Sy) :?“P L [3¢ , 0a 18w, 3 +3wa; +a

+ —{ ~a,
16r] p a, o q 3
4o

242
o

o +3iozloz2 +2( i)20[7 (a2 +q71)
P P

4 © -4 P + +
Lo Lo (9 (@)
P P P
1 305 +3 -

+ + -
76ia]+6%+6a—§+ LITABLTL N —L%(a2+iaf)2 +0(r7)
r P o (e q 3 42 3 8 (63 P

pal () e

We conclude that the transformation has a variance — bias.
3 Symmetrizing transformation of S,

We don’t directly find the symmetrizing transformation of S,. The method introduced by DasGupta * can well

solve this problem directly.

Suppose Sy j =1 2 - n are independent and identically distributed random variables with common
“/E( Sf[\ -r i0‘1) L _
compound negative binomial distribution as above then P SN0 1) E(Sy-rLa,) =0
q g2 2 P
rra, +r( ) “a
P p
o ria2+r( l) zai o r%+3r( i) 2a1a2+2r( &)3
Var( S,) =P r E(S,-rla)? =1L P p
n p n
Let 8 :r%ozl >0 . From above we have that 65(8) =0 () =(ﬁ% +Bial) > and
a,
B +3 e +2p( D) el T3 la +2( )]
d(B) _ dSI(B) o P 14 _ oy 14 P
= — = =
o o 3 1 o 3
(8 (3724',8la1)2 Bz(iz'i'ial)2
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Then the symmetrizing transformation of g is the solution of the differential equation: d(B) +30o(B) =

which is equivalent that:

The solution of (2) is g(B) = Cizﬁl_”‘ where ¢, = & P Zp and ¢, is constant. g(8) is
- 3(& +q&)
a, p

decided by ¢, and providing that p is given ¢, will change with the different distribution of X; so the symmetrizing
transformation will be decided by the distribution of X..

c r . . . .
—2c Sy~ is the symmetrizing transformation of S,. g( S,) =
1

From above we can easily obtain that g( S,) =

1
- . . 1 1 .
Sy 'is also the symmetrizing transformation of S,. Note that for p = ¢ = 5 = 1 ¢ = > Sy 1s a

symmetrizing transformation.
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